
NYU CTF Bench: A Scalable Open-Source Benchmark 
Dataset for Evaluating LLMs in Offensive Security

Large Language Models (LLMs) are increasingly being applied across 
various domains, yet their ability to tackle Capture the Flag (CTF) 
challenges in cybersecurity has not been extensively tested. To 
address this gap we introduced the NYU CTF Bench, a scalable, 
open-source benchmark dataset specifically designed to evaluate 
LLMs in offensive security contexts. 

We assess five LLMs, exploring both black-box and open-source 
models to advance research in AI-driven cybersecurity solutions. Our 
benchmark not only measures LLM performance against human 
levels but also supports ongoing development in AI vulnerability 
management. Access our resources at NYU CTF Bench and LLM 
CTF Agent.

In CTF competitions each category benefits from specific tools and libraries. For 
example, in the cryptography category tasks solvers typically use python libraries 
such as gmpy2 and SageMath. The autonomous agent decides based on the 
provided challenge prompt what tools to download in order to locate and exploit 
security vulnerabilities. 

Demonstration of agent solving the web challenge “Smug Dino” with GPT 4

NYU CTF Bench contains 200 validated 
challenges from a total of 528 challenges 
created for NYU’s CSAW CTFs over the last 
decade. Challenges span common the CTF 
categories: crypto, forensics, pwn, reverse, 
web, and misc. Such categoriezed challenge 
variety permits for a comprehensive evaluation 
of agents’ capabilities across different security 
disciplines. 

To interact with the autonomous agent each 
challenge is dockerized with its image hosted 
on Docker Hub. A challenge.json file  provides 
necessary source files for solving the 
challenge, the coveted flag, and for 
server-based challenges, the host and port 
information for pre-built docker images server

Architecture of the automated CTF solution framework.
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Table 5 shows the evaluation performance of 5 distinct models on NYU CTF 
Bench as baseline results. GPT-4 outperformed other models in most of the 
category, while GPT-3.5 excelled on web challenges and Claude 3 led on the 
crypto challenges. Table 6 shows the distribution of failure reason during the 
evaluation of LLM CTF Agent, the most common failure is give up the challenge.

Overview

The LLM CTF Agent supports a variety of LLM services from providers like OpenAI 
and Anthropic, as well as open-source models from vLLM and TGI. The system can 
handle challenges either from Docker containers or local files. Our framework includes 
an external tools module that allows LLMs to have command execution and reverse 
engineering,  also verify results directly within the CTF environment by calling built-in 
toolset with function calling. 
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